
Computational Methods 
in NeuroImage Analysis���

Instructor: Moo K. Chung	

mkchung@wisc.edu	


Lecture 11	

Compressed sensing	


November 19, 2010	




Time: November 26 Friday 11:00-12:00am ���
Place: SNUH Bldg 001 (의대 본관) Rm. 308 	


Speaker:  Dr.  Yong-Yeol Ahn from the Center for Complex NetworkResearch at Northeastern 
University	


Title: Link communities reveal multiscale complexity in networks 	


Abstract: Networks have become a key approach to understanding systems of interacting objects, 
unifying the study of diverse phenomena including biological organisms and human society. One 
crucial step when studying the structure and dynamics of networks is to identify communities: 
groups of related nodes that correspond to functional subunits such as protein complexes or social 
spheres. Communities in networks often overlap such that nodes simultaneously belong to several 
groups. Meanwhile, many networks are known to possess hierarchical organization, where 
communities are recursively grouped into a hierarchical structure.  However, the fact that many real 
networks have communities with pervasive overlap, where each and every node belongs to more 
than one group, has the consequence that a global hierarchy of nodes cannot capture the 
relationships between overlapping groups. Here we reinvent communities as groups of links rather 
than nodes and show that this unorthodox approach successfully reconciles the antagonistic 
organizing principles of overlapping communities and hierarchy. In contrast to the existing literature, 
which has entirely focused on grouping nodes, link communities naturally incorporate overlap while 
revealing hierarchical organization. We find relevant link communities in many networks, including 
major biological networks such as protein-protein interaction and metabolic networks, and show 
that a large social network contains hierarchically organized community structures spanning inner-
city to regional scales while maintaining pervasive overlap. Our results imply that link communities 
are fundamental building blocks that reveal overlap and hierarchical organization in networks to be 
two aspects of the same phenomenon.	




Final Exam will be emailed to you at exactly 
5:00am on December 3.  You have 7 hours to email 
back your solutions. I will only accept PDF. The 
solution has to be emailed to me by Noon. I won’t 
accept multiple submissions. The first submission 
will be graded so submit carefully. After Noon, 10% 
deduction/hour will apply.  The final exam is 
30-40% of your final grade. Depending on the 
performance I will fix the percentage. 	


If you followed my lectures carefully, it should be 
done by 3 hours. There are 6 problems. Three 
problems will involve MATLAB programming.	




Compressed sensing, also known as compressive 
sampling and sparse sampling, is a technique for 
finding sparse solutions to underdetermined 
systems (wiki definition).	
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About 5000 articles in google scholar	

with word “compressed sensing” in it.	




b = Ax
Underdetermined system	


n measurements	
 p parameters	


There are more parameters than measurements.	


There are infinite number of solutions. 	


However, if x is sparse, we can exactly recover x.	
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L1 norm minimization	
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Basis pursuit	


If x is sufficiently sparse, the basis pursuit will find it.	


Matlab demonstration	




LASSO	
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Equivalent formulation	
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Equivalent formulation	


b = Ax +noise	


Matlab demonstration	




Read chung.2011.ISBI.pdf	




Signal detection via random field theory	








Heat kernel smoothing 
of cortical thickness	


Delaunay triangulation 
on critical values	


Persistent homology	








See MATLAB 	

demonstration	






When n=30, p=169, A matrix is of size 5577 x 28561.	

When p > 1000, it becomes a challenging computational problem.	






Least squares estimation        LASSO with lambda=100	


Partial correlation matrix	




Sparse brain network obtained with different lambda	


Matlab demonstration	




Equivalent formulation	




Connection to likelihood approach	




DISCUSSION	


Computational bottleneck for large p. 	

What do we do with p = 10000?  	




Lecture 12 Topics – last lecture	


More on network complexity, complexity in general,	

fractional dimension (FD).	


Read	


ahn.2010.nature.linknetwork.pdf	

rubinov.2010.NI.network.pdf	

esteban.2007.NI.fractal.pdf 	



